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Introdução

O SPH é um método para a obtenção de soluções numéricas aproximadas para as equações da dinâmica de fluidos. Sua essência está na substituição do fluido por um conjunto de partículas. A sigla SPH vem de Smoothed Particle Hydrodynamics, que significa hidrodinâmica de partículas suavizada em Inglês.

Neste trabalho exploramos o SPH no contexto de fluidos descritos pelas equações de Euler (para uma dedução das equações da dinâmica dos fluidos, veja [2]). Foram escritos em C++ programas de simulação que rodam em tempo real. A primeira simulação feita foi a de um modelo simplificado de uma estrela. Esta configuração admite solução analítica e a densidade teórica foi comparada com a obtida pela simulação. A segunda simulação feita foi a de uma barragem que se quebra. Neste segundo caso, olhamos para o problema do ponto de vista da computação gráfica, isto é, foi priorizada a plausibilidade visual do resultado.

No final deste relatório esta anexada o artigo submetido ao Workshop of Undergraduate Work do Sibgrapi 2009 (XXII Simpósio Brasileiro de Computação Gráfica e Processamento de Imagens) referente a esse trabalho de iniciação científica.

O Método

Para resolver as equações de Euler numericamente, precisamos ser capazes de, dada a configuração do fluido em um determinado instante, calcular a aceleração em cada partícula naquele instante (veja [3]). As equações de Euler (uma equação para cada componente dos vetores envolvidos) são

\[
\frac{d\mathbf{v}}{dt} = -\frac{1}{\rho} \nabla p + \mathbf{g}
\]

Nesta equação, todas as quantidades (velocidade \( \mathbf{v} \), densidade \( \rho \), pressão \( p \) e aceleração da gravidade \( g \)) são funções da posição \( (x, y) \) e do tempo \( t \). Que velocidade é \( \mathbf{v} \)? Seria a velocidade local do fluido no ponto \( (x, y) \) no instante \( t \)? Não! É a velocidade de um elemento de fluido que passe por este ponto neste instante. No caso do SPH, podemos entender “elemento de fluído” como “partícula”. Assim, para calcular as acelerações das partículas, precisamos ter aproximações para termos como \( \nabla p \) e \( \rho \).

O SPH faz estas aproximações conforme as seguintes relações:

\[
f(x) = \int f(x') \delta(x-x') dx' \approx \int f(x') W_h(x-x') dx' \approx \sum_j f_j W_h(x-x_j) \frac{m_j}{\rho_j}.
\]

Nestas equações, \( f(x) \) uma função da posição e \( \Omega \) é o volume ocupado pelo fluido. \( W_h \) é tomado como uma função suave que é parecida com delta de Dirac de tal forma que a primeira relação \( \approx \) se torne uma igualdade no limite \( h \to 0 \). A segunda relação \( \approx \) é a aproximação numérica da integral por uma soma. Esta soma é sobre todas as partículas da simulação (em virtude da natureza de \( W_h \), na prática a soma só envolve as partículas
próximas do ponto \( x \) e \( f_j \), \( m_j \) e \( \rho_j \) são o valor da função, a massa e a densidade da partícula \( j \).

Chegamos à expressão usada em nossas simulações para aproximar a densidade em um determinado ponto do fluido: \( \rho(x) = \sum_j m_j \mathcal{W}_h(x - x_j) \). A única que quantidade que à princípio não conhecemos nesta equação é \( \rho(x) \), uma vez que a cada partícula é inicialmente atribuída uma massa que não muda. Aproximações do mesmo tipo são feitas ao termo \(- (\nabla p)/\rho\), de forma que a equação de movimento para uma partícula \( a \) do fluido é

\[
\frac{d\mathbf{v}_a}{dt} = \mathbf{g} - \sum_b m_b \left( \frac{P_a}{\rho_a^2} + \frac{P_b}{\rho_b^2} \right) \nabla \mathcal{W}_h(x_a - x_b)
\]

A princípio, se supusermos conhecida a gravidade, conhecemos todos os termos da expressão da direita, excetuando-se as pressões nas partículas \( a \) e \( b \). Esta pressão é calculada como uma função da densidade. Que função (equação de estado) deve ser usada depende do problema considerado. A expressão acima (somada de um termo de amortecimento que gera estabilidade numérica) foi a usada em nossas simulações.

**Conclusões**

O método gerou resultados realistas, mas a etapa de pré-processamento se mostrou delicada. Ajustar os parâmetros (no nosso caso simples, isso quis dizer ajustar a função que calcula a pressão) de forma que a simulação funcionasse foi uma tarefa difícil.
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I. INTRODUCTION

Simulation of natural phenomena is a very active and delicate field of research. On one side, it has innumerable applications, from scientific experiments and industrial validation to virtual environments and computer games. On the other side, it combines difficulties in many domains, such as applied mathematics, numerical analysis, physics and computer science. The typical example is fluid simulation, which received a lot of attention in recent years due to increased computational power and experimental instruments, which allows to generate and process each time more precise data.

In particular, the increasing manipulation of point-based data in computer science has boosted particle-based models for simulation, among which Smoothed Particle Hydrodynamics (SPH). This technique started in the 1970’s for astrophysical simulations [1], [2] and has received a lot of attention since then, generating a large literature.

However, during the preparation of this scientific initiation, we found very little reference that would be both simple, short and accessible to undergraduate students. The main objective of this work is to propose a simple but effective introduction to SPH.

II. DESCRIPTION OF THE SPH METHOD

In this work we will discuss the simulation of ideal fluids without dissipation whose motion can be described by the Euler equation:

\[ \frac{dv}{dt} = -\frac{1}{\rho} \nabla P + b, \]  

where \( v \) is the velocity, \( \rho \) is the density, \( P \) is the pressure and \( b \) is the external force per unit mass applied to the fluid (body force). The canonical example of a body force is the gravity. In general \( P \) is a function of \( \rho \) and the thermal energy, but in the case where there is no dissipation the pressure can be taken as a function of \( \rho \) alone. In this equation \( d/dt \) is the mass derivative, i.e. following the motion. Let \( A \) be some general fluid property:

\[ \frac{dA}{dt} = \frac{\partial A}{\partial t} + v \cdot \nabla A. \]  

The idea behind SPH is to replace the fluid by a set of particles whose individual motion is approximated by \( dr/dt = v \), where \( r \) is the particle position. This implies that each particle’s velocity changes by the rule (1). One thus needs spatial derivatives to calculate the accelerations of each particle. The description of the SPH approximation for these follows.

A. The SPH approximation of any fluid quantity

Consider the identity

\[ A(r) = \int A(r')\delta(r - r')dr' \]  

where \( \delta(r - r')dr' \) is the Dirac delta measure at \(-r\). The integral is taken over all space. Let \( W(r, h) \) be a smooth function such that \( \int W(r', h)dr' = 1 \) and

\[ \lim_{h \to 0} W(r - r', h) - dr' = \delta(r - r')dr'. \]  

These properties leads to the approximation of (3), for small values of \( h \), by:

\[ A(r) \approx \int A(r')W(r - r', h)dr'. \]
One example of such a function $W$ is the cubic spline. Let $q = |r|/h$.

$$W(r, h) = C_h \begin{cases} (2 - q)^3 - 4(1 - q)^3 & \text{if } 0 \leq q < 1; \\ (2 - q)^3 & \text{if } 1 \leq q < 2; \\ 0 & \text{if } q \geq 2; \end{cases} \tag{6}$$

The constant $C_h$ ensures normalization and is $1/(6h^3)$, $1/(14\pi h^2)$ and $1/(4\pi h^3)$ in one, two and three dimensions respectively. This is the kernel used in our simulations.

Divide the volume of fluid into a set of small volume elements (particles). The element $a$ has mass $m_a$, density $\rho_a$ and position $r_a$. The value of $A$ at the position of particle $a$ is written $A_a$. Multiplying and dividing the integrand in the right hand side (RHS) of (5) by $\rho_a$, approximating the integral by a summation and noting that $\rho_a \Delta V_a = m_a$ yields

$$A(r) \approx \sum_b A_b W(r - r_b, h)m_b. \tag{7}$$

This summation is the SPH approximation of the quantity $A$ at position $r$. It takes place over all particles but, in practice, only particles near $r$ contribute since $W$ looks like Dirac’s delta.

Spatial derivatives can be approximated (see [3], [4] for argument) as

$$\frac{\partial A}{\partial x} \approx \sum_b m_b A_b \frac{\partial W}{\partial x}, \tag{8}$$

i.e., one can approximate the derivative by the derivative of the approximation (7).

B. Approximation of the density and Euler equations

The density at particle $a$ is in our simulations calculated via (7) by simple substitution of $A$ by $\rho$

$$\rho_a = \sum_b m_b W(r_a - r_b, h). \tag{9}$$

Such a straightforward substitution of $A$ by $P$ in equation (6) does not yield a satisfactory approximation of $\nabla P$ for simulations. Considering a pair of particles $a$ and $b$, the pressure force of $a$ on $b$ would in general be different of the force of $b$ on $a$ should this approximation be made. To write an acceleration equation which conserves total linear and angular momentum, one notes that

$$\frac{\nabla P}{\rho} = \nabla \left( \frac{P}{\rho} + \frac{P}{\rho^2} \nabla \rho \right). \tag{10}$$

Calculation of the spatial derivatives in this expression via [3] yields the SPH approximation for each particle’s acceleration (11)

$$\frac{dv_a}{dt} = -\sum_b m_b \left( \frac{P_a}{\rho_a^2} + \frac{P_b}{\rho_b^2} \right) \nabla W_{ab}, \tag{11}$$

where $\nabla W_{ab} = \nabla W(r_a - r_b, h)$. The body force term $+b_a$ outside the summation was suppressed for clarity.

III. NUMERICAL INTEGRATION OF THE EQUATIONS OF MOTION

We used the Leap Frog method in our simulations for calculating the trajectories of each particle. This method will be discussed in this section’s second subsection. In the first we will justify the addition of a fictitious force term in (11) in terms of the simpler Euler’s method.

A. The need for motion damping

Euler’s method for solving a differential equation of the form $x'(t) = f(x(t), t)$ is defined as follows

$$x(t + \Delta t) = x(t) + f(t)\Delta t. \tag{12}$$

Although it is not necessary for the understanding of the current text, we refer the reader interested in the numerical solution of differential equations to [5].

Consider a two dimensional vector field $f : \mathbb{R}^2 \rightarrow \mathbb{R}^2$ such that its integral curves are concentric circles. The solution of the differential equation $x'(t) = f(x(t))$ will always be on the same circle as the initial condition (IC) $x(0) = x_0$. Starting from this IC, the Euler solution will follow a straight line tangent to the circle over which the IC lies and fall on some other circle with a larger radius. This will happen every time step and the Euler solution will spiral outward.

A similar phenomenon occurs when solving the differential equations of a particle in a harmonic oscillator potential. In this case, the outward spiraling is replaced by a steady increase in the energy of the system: the particle’s speed and movement amplitude increase with time. Such effects are diminished but not eliminated by using more sophisticated time integration methods such as Runge-Kutta and Leap Frog.

One approach for dealing with this problem is to remove the energy introduced by the integrator with some fictitious force. We adopted this strategy in our simulations: each particle had a term proportional to its velocity deduced from gravity in both our simulations.

The final equations of motion to be integrated for each particle are

$$\frac{dx_a}{dt} = v_a$$

$$\frac{dv_a}{dt} = -\nu v_a - \sum_b m_b \left( \frac{P_a}{\rho_a^2} + \frac{P_b}{\rho_b^2} \right) \nabla W_{ab} + b_a \tag{13}$$

where $\nu$ is the motion damping constant and $b_a$ is the acceleration of particle $a$ due to the body force (which was gravity in both our simulations).

B. Leap Frog time integration

The Leap Frog method was used in our simulations for solving the differential equations (13). It is defined by

$$v(t + \Delta t/2) = v(t - \Delta t/2) + a(t)\Delta t \tag{14}$$

$$x(t + \Delta t) = x(t) + v(t + \Delta t/2)(t)\Delta t. \tag{15}$$
This method is more accurate than Euler’s (it is of second order) and requires only one acceleration calculation per time step (these are expensive in the SPH case). Moreover, the energy introduction errors are small with it (in comparison with other methods of similar computational cost).

In general, the accelerations of the particles at an instant depend on their velocities at that instant, i.e., \( \mathbf{a}(t) \) may depend on \( \mathbf{v}(t) \). Suppose this is the case and calculate \( \mathbf{v}(t) \) as \( \mathbf{v}(t) = 0.5(\mathbf{v}(t - \Delta t/2) + \mathbf{v}(t + \Delta t/2)) \). The dependency of \( \mathbf{a}(t) \) on \( \mathbf{v}(t) \) which in turn depends on \( \mathbf{v}(t + \Delta t/2) \) makes the relationship \( (14) \) implicit. One could in principle find good approximations for \( \mathbf{v}(t + \Delta t/2) \) by standard methods, but this would involve the solution of linear systems (of dimensions proportional to the number of particles) in every time step. Considering that the velocity at the current time step plays a minor role in the acceleration computation \( (13) \), one can make the crude approximation

\[
\mathbf{v}(t + \Delta t) = \frac{1}{2}(\mathbf{v}(t - \Delta t/2) + \mathbf{v}(t + \Delta t/2)).
\]

This has been tested with satisfactory results and is used in our simulations.

Note that with this method advancing from time \( t \) to \( t + \Delta t \) requires the knowledge of the quantities \( \mathbf{x}(t), \mathbf{v}(t) \) and \( \mathbf{v}(t - \Delta t/2) \). These quantities must be updated in every time step. Suppose the initial conditions of the problem considered are only given at time \( t = 0 \), i.e., the information \( \mathbf{v}(-\Delta t/2) \) is not available. In this case, it is possible to approximate it by using Euler’s method to go half a time step back in time.

IV. IMPLEMENTATION OF A GENERAL PARTICLE SYSTEM

We will discuss the implementation of the above described method in terms of a real programming language, C++. For the readers who do not know it, there is plenty of material about this language on the web. A particularly helpful resource is the tutorial available in http://www.cplusplus.com. In this section we will discuss the classes used for representing sets of particles, the function which actually does the time stepping and how boundaries can be dealt with in SPH.

A. Classes for representing particles

The first thing one needs when programming a particle system is a class for representing single particles. The declaration of such a class could look like the following piece of code.

```cpp
class Particle{
    public:
        Particle();
        float x[2], v[2], a[2];
        float pressure, density;
        float v_prev[2];
    protected:
    unsigned short n;
    Particle* next;
};
```

The constructor just initializes the other members to some set of values. The members position, velocity, pressure, etc. in the next two lines of code store physical properties of this fluid element. The member \( v_{\text{prev}}[2] \) stores the velocity at current time minus half a time step. This is used in Leap Frog time integration. The integer \( n \) stores the position of this particle in the vector it is stored. The last member is a pointer to some other particle which will be explained later.

The particle system itself can be represented in C++ as a class with a vector of Particles. It should contain two public functions: one for displaying the particles on the screen and one for advancing the system in time. This class’ declaration in our code follows.

```cpp
class ParticleSystem{
    public:
        ParticleSystem();
        void Step();
        void Draw();
        float Parameters[N_PARAMS];
    protected:
        void Boundaries(Particle* a);
        void AddGravity();
        void AddMotionDamping();
        virtual void ComputeAccelerations();
        virtual void InitialPositions();
        vector<Particle> Particles;
};
```

The two members which are not functions are the vectors Parameters and Particles. The number parameters N_PARAMS should be defined earlier in the code. Examples of elements of this vector are simulation parameters such as the number of particles, the motion damping constant and the time step size. The vector of particles is implemented using the vector class which is defined in the Standard Template Library.

The following subsections will explain this class’ member functions. Although the discussion will be based on our particular implementation, it is quite general.

B. ParticleSystem() and Draw()

The first thing to be done in the constructor is to fill the Parameters vector with values. After this is done, the
Particles vector should be resized to the correct values. The function InitialPositions() is then called to initialize each particle’s properties. Finally, half an euler step is made backwards so as to estimate each particle’s \( v(-\Delta t/2) \).

```c
for(i=0; i<Particles.size(); i++){
    pcurr = &(Particles[i]);
    pcurr->v_prev[0] = pcurr->v[0] - 0.5*dt*pcurr->a[0];
    pcurr->v_prev[1] = pcurr->v[1] - 0.5*dt*pcurr->a[1];
}
```

The Draw() function should display on some previously set up window the fluid represented by the particles in its current configuration. In our software, we display a black disk in each particle’s position. The background is white. This was done using GLUT and OpenGL. The reader who does not know how to do this is once again encouraged to ask the first author via email for the commented code.

C. Step() and ComputeAccelerations()

The stepping function initially calls the ComputeAccelerations() function and then begins a loop through all particles. In this loop, the boundaries are applied to the current particle (Boundaries(pcurr) is called) and then the Leap Frog step \((14), (15)\ and \(16)\ is performed. The code for this is similar to the above displayed code for euler stepping.

Our code for the ComputeAccelerations() function is displayed below.

```c
void ParticleSystem::ComputeAccelerations(){
    for(int i=0; i<Particles.size(); i++){
        Particles[i].a[0] = 0.0;
        Particles[i].a[1] = 0.0;
    }
    AddGravity();
    AddMotionDamping();
}
```

The idea is to set the accelerations of all particles initially to zero and then add the contributions of different forces. The AddGravity() function goes through all particles and deduces some constant term from the vertical component of the acceleration. This term could be fixed as 9.8, but we rather leave this as a simulation parameter to see how the system responds to different values of outside acceleration. We make this function with computes accelerations virtual so that we can change it (add spring forces, or forces arising from pressure) when we derive from the particle system class.

D. Dealing with boundaries

The boundaries we simulated were rigid plane walls (actually, in 2D they were lines). The question is what to do when collision is detected, i.e., when some particle is found to be inside some wall.

A common approach is placing the particle back in the legal space and mirroring its velocity with respect to the wall so that it moves away from it. This did not yield satisfactory results in our simulations. We believe this did not work because it involves the arbitrary displacement of particles (“placing the particle back in legal space”).

What we did worked very well for particle systems with up to a few thousand particles. The reason for this not working for larger systems is under investigation. We added a force proportional to how deep a particle was inside the wall and perpendicular to this boundary so as to push the particle out of it. The proportionality constant is a simulation parameter. This approach is generally discouraged in literature on physical simulation because it requires small time steps. In the SPH case this is not an issue because integrating the pressure term in the acceleration requires time steps which are just as small.

The equations arising with this collision model are the ones of a harmonic oscillator. As we mentioned before, Leap Frog introduces energy in the system when integrating these equations. For this reason, further motion damping is added to particles inside walls. How much damping is necessary is another simulation parameter.

V. IMPLEMENTING SPH

Continuing the discussion of our implementation, we now derive from the above described particle system class one specialized for SPH. Its sole purpose is calculating the particles’ acceleration quickly, i.e., calculating \((13)\ quickly.

A. Computational cost

Suppose the particle system has \( N \) particles. The naïve calculation of each acceleration involves going through all \( N - 1 \) particles other than the one whose acceleration is being calculated and doing the summation \((13)\). The task of computing all accelerations needs a number of operations asymptotically proportional to \( N^2 \). This can be reduced to proportional to \( N \) if the following method is employed.

Many kernels used in SPH have the property of being nonzero only within finite distance of \( kh \) of the origin. For the kernel used in our simulations \((9), k = 2\). This implies that, although in principle the summation in the acceleration equation \((13)\ takes place over all particles, only each particle’s near neighbors contribute to its acceleration. This summation effectively takes place only for near neighbors of each particle. Suppose each particle has about 10 neighbors which contribute. If each particle’s summation involve only these 10 neighbors, the number of operations falls from proportional to \( N^2 \) to proportional to \( 10N \), i.e., proportional to \( N \).
B. Finding neighbors

To find neighbors, we subdivide space in square cells (we simulated two dimensions) of side $kh$. The whole set of cells is called a grid. One need only look for the neighbors of a given particle in the cell this particle is and the ones next to it.

We now describe our particular implementation. The declaration of the particle system class specialized for SPH is below.

```cpp
class ParticleSystemSPH: public ParticleSystem{
public:
    ParticleSystemSPH();
    float ParametersSPH[N_SPH_PARAMS];
protected:
    void ComputePressures();
    void AddSpatialInteraction();
    void ComputeAccelerations();
    void InitialPositions();

    vector<Particle*> Grid;
    void PrepareGrid();
    void FindCells(float *r, int *cells);
    unsigned short NeighborCount[16000];
    unsigned short Neighbor[16000][40];
    unsigned short NeighborDist[16000][40];
};
```

The grid is represented by a matrix. The element of the $i$-th row and $j$-th column of this matrix stores pointers to the particles which are on the cell in the $i$-th row and $j$-th column of the grid. This matrix is implemented as a vector. The pointers are stored in a list. Each element of the grid vector is a pointer to some particle in the corresponding grid cell (or NULL should the cell be empty). This particle in turn points to some other particle also on the same grid cell. This goes on until all particles are on the list.

These lists must be prepared before the pressure terms of the acceleration can be computed. The function which does this is PrepareGrid(). It first sets all entries of the grid vector to NULL. It then goes through each particle and does as follows. First, a simple calculation yields the position of the particle on the grid. Then this particle’s pointer is set to the value of the grid on this position. Finally, this element of the grid vector is set to point to this particle.

C. Doing neighbor loops

Note that before one can even begin to calculate the acceleration of a single particle, one needs its density. The calculation of this quantity via (9) involves going through all the other particles. For the same reason as in the acceleration computation, only the near neighbors contribute. So in each time step one must do two neighbor loops. The first one for calculating all the pressures and densities (all this is in ComputePressures()). The second for actually adding the pressure terms to each particle’s acceleration (AddSpatialInteraction(); we call it this way because other forces such those arising from viscosity can be added here).

The two neighbor loops don’t have to be the same. It is clear that the grid needs only be prepared once per time step. This is to be done in the ComputePressures() function.

In the first neighbor loop it is checked which particles of the surrounding grid cells are actually neighbors of a given particle. This needs not be done a second time and we store on an array of integers (Neighbors[16000][40]) the numbers of each particle’s neighbors. For example, the number of the zeroth neighbor of particle 10 is stored in Neighbors[10][0]. We needed to keep track of the number of neighbors each particle had and a similar array was created for storing this information. Calculating the distance of each particle and its neighbors is expensive and the creation of a third array for storing this sped up our simulation.

The neighbor looping in the function for computing pressures begins with the preparation of the grid. Then the following is done for each particle. First the positions in the grid vector of the cells around the iterated particle are found (FindCells()). The number of neighbors (stored in the above discussed array) of this particle is set to zero. Then one goes through each particle in each cell around the iterated particle and checks if it is a neighbor. In case it is, the number of the neighbor and its distance to the iterated particle is checked and if it is a neighbor. In case it is, the number of the neighbor and its distance to the iterated particle is increased. This neighbor is then used in the calculation of the density. Once this is done for every particle in every neighboring grid cell, the pressure of the iterated particle is calculated.

The structure of neighbor looping in the AddSpatialInteraction() similar to the following loop.

```cpp
for(i=0; i<Particles.size(); i++){
    a = &(Particles[i]);
    for(j=0; j<NeighborCount[i]; j++){
        b = &(Particles[ Neighbor[i][j] ]); //Add term due to b to a’s acceleration
    }
}
```

VI. SIMULATION OF A TOY STAR

We will now consider a finite region of gas held together by a simple force. This system is a model of a star with the gravitational force replaced by a force which is easy to compute. Such a system is called a Toy Star. The force we consider is such that for any two elements of mass the force between them proportional to their separation and along the line of their centers.
Choosing the center of mass

where $M$ is the total mass of the system.

The equation of motion of the $j$-th particle is then

$$m_j \frac{d^2 x_j}{dt^2} = -\eta m_j \sum_k m_k (x_j - x_k).$$

Choosing the center of mass

$$\sum_k m_k x_k = \sum_k m_k$$

as the origin, the equation of motion (18) becomes

$$\frac{d^2 x_j}{dt^2} = -\eta M x_j,$$

where $M$ is the total mass of the system.

This says that even though particles are interacting, each one of them moves as if it were on a harmonic oscillator potential.

**A. The gravity force**

Suppose that we have a group of $N$ particles so that the force on particle $j$ due to particle $k$ is $\eta m_j m_k (x_j - x_k)^2$. The potential energy is

$$\Phi = \frac{1}{4} \eta \sum_{j=1}^{N} \sum_{k=1}^{N} m_j m_k |x_j - x_k|^2.$$  \hspace{1cm} (17)

The equation of motion of the $j$-th particle is then

$$m_j \frac{d^2 x_j}{dt^2} = -\eta m_j \sum_k m_k (x_j - x_k).$$

Choosing the center of mass

$$\frac{\sum_k m_k x_k}{\sum_k m_k}$$

as the origin, the equation of motion (18) becomes

$$\frac{d^2 x_j}{dt^2} = -\eta M x_j,$$

where $M$ is the total mass of the system.

This says that even though particles are interacting, each one of them moves as if it were on a harmonic oscillator potential.

**B. Analytic solution of the Euler equations**

In this problem, we will use the pressure equation of state

$$P = k \rho^2.$$  \hspace{1cm} (21)

With this equation of state and a body force given by $-\lambda x$, the Euler equations (1) become

$$\frac{d\mathbf{v}}{dt} = -2k \nabla \rho - \lambda \mathbf{x}.$$  \hspace{1cm} (22)

The static model ($\mathbf{v} \equiv 0$) has a density given by

$$\rho(r) = \frac{\nu}{4k} (r_e^2 - r^2)$$

where $r_e$ is determines where the density is to be zero.

**C. SPH simulation of the toy star**

We simulated a toy star of mass $M = 2.0 \text{ kg}$, a radius of $R = 0.75 \text{ m}$. The pressure constant is taken to be $k = 0.1 \text{ m}^3 \text{kg}^{-1} \text{s}^{-2}$. Under these conditions, the gravity constant must be $\lambda = 8MK/\pi R^4$.

The simulation area was the region $[-1,1] \times [-1,1]$. Walls were placed at the positions $x = -0.95$, $x = 0.95$, $y = -0.95$ and $y = 0.95$. The boundary repulsive force constant was set to $20,000 \text{ kg/s}^2$. The motion damping for particles inside walls was set to $256 \text{ kg/s}$. The general motion damping (applied to all particles) was set to $\nu = 0.5 \text{ kg/s}$.

The smoothing radius for 1,000 particles was set to 0.04 $m$. For $N$ particles it was set to

$$\frac{0.04}{\sqrt{N/1000}}.$$  

All particles were assigned a mass equal to $M/N$.

The time step was set to 0.004 $s$. With these configurations, up to 4,000 can be used. Up to 10,000 can be used if the time step is made half. The resulting simulation is depicted in Figure 2.

The equation of motion was (13) with $b_0 = -\lambda x$. The particles’s positions were initialized to random points within the circle of radius 0.75 $m$ centered in the origin.

The mean square error between of the SPH solution with 3,000 particles was 0.04. In the outer layers of the star, the computed density differed from the theoretical because it was calculated via (9), a sum of positive terms, and the theoretical value was negative.

**VII. SIMULATION OF A BREAKING DAM**

The breaking dam simulation is common challenge for students getting to know SPH. It is difficult to achieve this a simulation because tuning the parameters based on physical principles generally gives spurious results (unless this is done very carefully; the first author did not manage to do this).

We here give the parameters which resulted in the simulation depicted in Figure 1. A working simulation is useful for studying what is each parameter’s effect. Indeed, we started from the working simulation parameters for the toy star simulation (i.e. read didn’t blow up) and then adapted them for the breaking dam simulation.
<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of particles</td>
<td>600</td>
</tr>
<tr>
<td>Smoothing Length</td>
<td>0.068</td>
</tr>
<tr>
<td>Time Step</td>
<td>0.004</td>
</tr>
<tr>
<td>Acceleration of Gravity</td>
<td>9.8</td>
</tr>
<tr>
<td>Motion Damping</td>
<td>1 (8)</td>
</tr>
<tr>
<td>Pressure Constant</td>
<td>0.5</td>
</tr>
<tr>
<td>Particle Mass</td>
<td>0.0033</td>
</tr>
<tr>
<td>Reference Density</td>
<td>2.861</td>
</tr>
</tbody>
</table>

The equation of state used was

\[ P = k \left[ \left( \frac{\rho}{\rho_0} \right)^7 - 1 \right], \quad (24) \]

where \( \rho_0 \) is a reference density (read simulation parameter).

The constants relative to the boundary forces we used here were those of the toy star simulation. The boundaries were plane walls at \( x = -0.95 \), \( x = -0.35 \), \( y = -0.95 \) and \( y = 0.95 \).

The particles’ initial positions were randomly chosen from the bottom half of the initially legal area. This initial condition is in general not the equilibrium position of the simulated fluid. For this reason, particles start to move very quickly at the beginning of the simulation so as to achieve equilibrium. The very fast change in fluid properties can cause the simulation to explode, so initially the system is damped to a high degree (motion damping constant initially set to 8). When equilibrium is reached, motion damping is set to a normal value (\( \nu = 1 \)). Then is the dam broken: the rightmost wall is moved from \( x = -0.35 \) to \( x = 0.95 \).

VIII. CONCLUSION

We described here a simple implementation of an SPH method for fluid simulations with more detail than it is usual in the literature. We hope to help other students, providing a short mathematical introduction and the main steps of the code. In particular, we provided all the parameters for the experiments, which is usually delicate to obtain from the literature.
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